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Abstract. A review of the superconducting magnetic properties of doped fullerenes
is presented. Experimental results on the main superconducting properties, such
as the critical fields and the characteristic lengths, are critically discussed. Different
methods to evaluate the lower critical field are discussed. Finally, experimental
data on properties connected to flux pinning, such as the critical current density,
the irreversibility line and the pinning force, are summarized and discussed.

1. Introduction

Only 10 years have passed since the fullerenes, a new type
of solid carbon, were discovered [1]. During this very short
time they have become one of the most fascinating and
rapidly developing areas of modern science. More than
a thousand publications on fullerene chemistry, physics
and biology have appeared in scientific journals each year
since 1990. Special journal issues [2–6] and a special
monthly journal, Fullerene Science and Technology, are
devoted to this subject. One can find several books and
reviews on the chemical, physical and structural properties
of these substances [7–17] and, particularly, on fullerene
superconductivity [18–21]. The latter papers overview the
subject of fullerene superconductivity as a whole and do
not discuss all areas in detail, particularly not the magnetic
properties of fullerene superconductors. Only one brief
review [22] exists to date which briefly discusses some of
the magnetic features of these materials. However, because
of the large number of experimental results obtained by
different methods on samples of different stoichiometry and
quality, it is worthwhile to summarize our knowledge of
this field at the present stage.

This review is organized as follows. In the introduction
we discuss some of the most important and, from our point
of view, the most interesting properties of the fullerene
solid. In section 2 we will show some results on the
main superconducting and normal state features. An
enormous number of results on fullerene superconductivity
is being discovered every day and even during the writing
of this review. It is almost impossible to review all
of them. Therefore, we will restrict ourselves to the
magnetic properties of fullerene superconductors and keep
the discussion in section 2 brief. Very detailed discussions
of these properties can be found in the reviews by Gelfand
[20] and Dresselhauset al [21]. After presenting typical

results of magnetization curves in section 3, the evaluation
of the critical fields and the characteristic lengths will be
discussed in section 4. Superconducting properties which
are connected to pinning, such as critical current density,
the irreversibility line and pinning force, will be discussed
in section 5. Finally, a summary of the present experimental
situation will be given in section 6.

1.1. Background of fullerenes

Using a laser evaporation technique Rohlfinget al [23]
showed in 1984, for the first time, that carbon clusters Cn

with a large number of atoms (up ton = 190) could be
produced. Mass spectrometry [23] indicated that the peaks
of Cn clusters withn from 40 to 190 were not very strong
and were of roughly equal peak height. Shortly afterwards,
Kroto et al [1] demonstrated that the C60 peak could be
increased by a factor of 40 compared to the neighbouring
mass peaks by increasing the time between evaporation and
expansion and by increasing the helium pressure during
the laser pulse. The authors suggested that C60 was the
most stable cluster, which consisted of 20 hexagons and
12 pentagons and had a shape very similar to the shape
of a soccer ball. In honour of the architect Buckminster
Fuller, who built similar structures consisting of pentagons
and hexagons, the so-called ‘geodesic domes’, the Cn

clusters were called ‘buckminsterfullerenes’ and as soon as
it became obvious that C60 was only a member of a family
the term ‘fullerene’ was used to describe them. At that time,
they were considered to be an exotic species of material.
Five years later, Kr̈atschmeret al [24] discovered a method
to separate fullerenes from carbon in the experimentally
obtained carbon soot. This work showed an easy way to
obtain sufficient quantities of fullerenes for experiments and
led to intensive investigations of this new (fourth) form of
solid carbon.
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During the last 6 years, fullerenes have attracted interest
from scientists in different areas such as chemistry, physics
and biology. From the point of view of solid state
physics, pure fullerenes and fullerene based compounds are
interesting because of their molecular structure and their
intriguing structural, dynamic (see for instance [14, 25–35]),
magnetic [36–40] and electronic properties in the solid state
[14].

C60 related materials have been shown to exhibit many
interesting solid state properties including ferromagnetism
[41–53], photoconductivity [54] and non-linear optical
behaviour [55].

1.2. Solid state properties

The thermal behaviour of solid C60 has been reviewed
in [14], [25] and [26]. At room temperature solid C60

has a face centred cubic (f.c.c.) crystal structure. The
molecules are in complete orientational disorder and form
a ‘plastic crystal’ [27–29]. With decreasing temperature
the system undergoes a first-order transition to a simple
cubic (s.c.) crystal structure atT ∼ 260 K [28, 30].
The transition is due to the orientational re-ordering of
the C60 molecules, although significant disorder persists to
low temperatures [31, 33]. The population of the dominant
orientation increases with decreasing temperature down to
T ∼ 90 K, where 83.3% of the molecules are in the
dominant orientation. This occupancy does not change at
lower temperatures [31].

At this temperature a glass transition was predicted the-
oretically [56] and anomalies were observed experimentally
by neutron diffraction [31], sound velocity [57], dielectric
constant [58], high-resolution dilatometry [59], specific heat
[60] and other measurements. Arguments were presented
[59–61] that this transition would lead to a frozen glass
state. At this temperature a very interesting magnetic be-
haviour was observed in iodine doped C60 [62–65]. Buntar
et al [62] performed detailed measurements of this com-
pound at low temperatures and showed that the magnetic
phenomena were due to a transition into a frozen magnetic
state.

Unlike the spheroidal shape of the C60 molecule, the
C70 molecule has an ellipsoidal shape. This results in an
additional degree of freedom for ‘packing’ the solid and
implies that the orientational ordering of the oblong C70

solid is much more complex. Vaughanet al [66] reported
hexagonal close packed (h.c.p.) and f.c.c. structures for
C70 crystals. Fleminget al [67] also reported f.c.c. and
monoclinic phases. Verheijenet al [68] found four types
of structure: f.c.c. at high temperature, rhombohedral (rh),
ideal h.c.p. and deformed h.c.p. around room temperature.
Several groups also reported on similar structures [69–72].
It is well accepted now that the thermodynamically stable
form of sublimed C70 is the c.c.p. one (see for instance [73]
for an early reference).

1.3. AC60 polymers

Recently, AxC60 systems withx = 1 became attractive
because of their unusual structural, magnetic and electrical

properties. They were first identified from a Raman analysis
of the potassium compound [74]. From x-ray structural
investigations the compound was found to have an f.c.c.
lattice with a rocksalt structure, where the potassium ions
are located on the octahedral interstitial lattice sites [75].

The alkali fulleride RbC60 has a number of stable
and metastable modifications. Above 370 K, an f.c.c.
rocksalt structure is formed [75, 76]. An orthorhombic
phase [77–80] is stable below 370 K. The structure was
suggested to consist of polymeric C60 chains, in which the
individual cages were connected by a 2+ 2 cyclo-addition
along the f.c.c. unit cell. This polymerization process is
stereochemically similar to the photopolymerization of C60

suggested by Raoet al [81]. Evidence for its polymeric
character was obtained from a detailed x-ray investigation,
which resulted in the unusually short C60–C60 distance of
0.912 nm along the [110] direction of the original f.c.c.
lattice [78]. Electron spin resonance (ESR) experiments
[82] provided convincing evidence for the metallic nature of
polymeric RbC60, in which the spin relaxation is governed
by electron–photon scattering, at least between the f.c.c.–
orthorhombic phase transition at 410 K [77] and another
transition around 50 K [76], which was claimed to be a
transition into a spin density wave state. However, several
µSR studies [83–86] are consistent with a disordered
magnetic phase and not with long-range spin density wave
order. This magnetic transition is accompanied by a metal–
insulator transition [87]. CsC60 was found to behave
similarly to RbC60 in this respect, but KC60 was recently
claimed to be metallic down to very low temperatures [87].

Metastable phases of monomer C−
60 ions or (C−

60)2

dimers were formed by quenching the samples from high
temperature to below 300 K [88–91]. Various phase
transitions between these phases were reported [92]. Deep
quenching of CsC60 and RbC60 leads to a metallic monomer
phase [93] whose structure has been found to be primitive
cubic (Pa3) by high-resolution powder neutron diffraction
[94]. This is the only cubic phase of a binary C60 salt with
a stoichiometry different from A3C60 that is metallic.

2. Superconductivity of fullerenes

2.1. Background of fullerene superconductivity

Superconductivity in graphite intercalation compounds has
been known since 1965, when Hannayet al [95] reported
transition temperatures in alkali metal graphite intercalation
compounds up to 0.55 K for C8Cs. In the past few
years, the application of a high-pressure synthesis allowed
the preparation of samples with higher concentrations of
alkali metals and resulted in binary graphite intercalated
compounds with superconducting transition temperatures
as high as 3 K in C3K and 5 K in C2Na. Another
interesting class of superconducting graphite intercalated
compounds, e.g. C4KTl 1.5 (Tc = 2.56–2.7 K), becomes
also superconducting as ‘second-stage compounds’ such as
C8KTl 1.5 (Tc = 1.3–2.45 K).

Conductivity [96] and superconductivity [97, 98] of the
alkali metal doped fullerenes were discovered less than
1 year after the production method for bulk quantities of
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C60 and C70 had been published [24]. The phenomenon of
superconductivity is one of the most fascinating properties
of ‘the roundest of all round molecules’ [10], which
attracted enormous scientific interest in this new form
of carbon. In many aspects the situation was similar
to that shortly after the discovery of superconductivity
at high temperatures in the copper oxides [99, 100].
Fullerene superconductors were the second group of
materials, besides the cuprates, which overcame the
previous boundary for the critical temperature,Tc = 23.2 K
(Nb3Ge), in conventional superconductors. More than 20
superconducting compounds of doped fullerenes have been
synthesized now. The highest critical temperature (Tc =
33 K) occurs in the fullerene RbCs2C60 [101]. (Palstra
et al [102] reported on superconductivity in Cs3C60 with
Tc = 40 K at high pressure. However, this result has not yet
been reproduced). These new superconducting compounds
can be prepared easily by heating alkali metal–C60 mixtures
at T ∼ 300◦C or by keeping C60 in an alkali metal
vapour atmosphere. However, to get from the synthesis
of individual samples to practical applications of these
superconductors, numerous investigations of the physical
properties, stability, reproducibility and elaboration of
technologies for the production of large quantities for
technical use are required. One of the biggest problems
is their instability against air. It is enough to expose the
material to air for a fraction of a second to completely
destroy superconductivity. However, we believe that this
main barrier can be overcome and that a knowledge of all
of the superconducting parameters is the most important
goal at the moment.

Numerous experimental investigations of these super-
conductors, both in granular and in crystalline form, show
unique properties and distinguish them from other super-
conducting materials. It has been shown (see for in-
stance [103]) that superconductivity in alkali metal doped
fullerenes occurs in the f.c.c. crystal phase with the com-
position AxB3−xC60 [104]. Other crystalline phases, such
as body centred cubic (b.c.c.) and body centred tetragonal
(b.c.t.), do not show superconductivity. In the other family
of fullerene superconductors, i.e. alkali earth doped C60,
superconductivity occurs in simple cubic Ca5C60 [105] and
in b.c.c. Sr6C60 [103] and Ba6C60 [106]. (An additional
phase, possibly Ba4C60, was found from x-ray diffractom-
etry and there is some evidence [107] that this phase could
be responsible for the occurrence of superconductivity in
Ba compounds).

One of the most important results is the experimentally
established empirical linear correlation of the transition
temperatureTc both with the lattice constant of the cubic
structure a [104, 108, 109, 101] and with the density of
states at the Fermi level [110–112]. The slope of this
linear Tc(a) relation depends on the different structural
types [113–115]. Very recently [116], a second much
steeperTc(a) dependence was found for the space group
Pa3̄ [117], which could lead to much higherTc values, if
only a slightly increase ina could be achieved (figure 1).
Also, it is worth stating that, as shown in figure 1, there is
a different behaviour between ambient-pressure (solid line)
and high-pressure (dotted line) data, unlike the case of the
f.c.c. superconductors where the two sets of data coincide.

Figure 1. Tc versus a for Fm3m [109, 101] and Pa3
ordered superconductors [117]. Solid and dashed lines are
fits to McMillan’s formula using linear and power law
dependences, respectively, of N (EF ) on the intermolecular
distance; only the parameters describing N (EF ) against a
differ in the fits for the two families of materials. The slope
of the Pa3 curve is much larger than that for Fm3m,
indicating that a small increase of a without destroying Pa3
ordering should cause Tc to increase very rapidly. The
dotted line represents the results of [212]. (After [117]).

2.2. Normal state properties

Doping C60 with alkali metals leads to a change of its
electrical resistivity from very high values (108–1010 � cm
for C60) to a metallic-like behaviour in AxC60, because the
doping results in a charge transfer to the C60 molecules
and strongly increases theπ–π overlap between them,
enhancing the electrical conductivity. The electrical
resistivity ρ approaches a minimum atx = 3, whereρ

reaches typical values for high-resistivity metals [118, 119].
The low electrical conductivity can be explained by the
relatively weak overlap of the electron wavefunctions
between the adjacent C3−

60 ions and by the merohedral
disorder in the alignment of adjacent C3−

60 ions.
Xiang et al [120] measured the resistivity of single-

crystal K3C60 and obtained a metallic behaviourρ(T )

between 20 and 300 K, with a residual resistivity of
2.5 m� cm. Hebardet al [121] reported on measurements
of the resistivity ρ(T ) for both K3C60 and Rb3C60 thin
films. The results revealed a metallic behaviour up to
520 K without any evidence for saturation and a linear
temperature dependence of the resistivity above 300 K. For
Rb3C60 they found that the residual resistivity was about
1.1 m� cm, which is less than that reported in [120].
Based on a spherical Fermi surface and on the transitional
Bloch–Boltzmann approximation, the authors obtained a
transport scattering length ofltr = 0.063 nm, calculated
from ρ(520 K) = 5.5 m� cm, which is significantly
shorter than the nearest-neighbour distance between the C60

molecules (1 nm) and the average separation of 0.6 nm
between the conduction electrons, and even shorter than
the distance between neighbouring C atoms in each C60

molecule (0.14 nm). Even for the residual resistivity
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(a)

(b)

Figure 2. The magnetic phase diagram of (a) conventional
type II superconductors and (b) fullerene superconductors.

(1.1 m� cm) we still obtain ltr = 0.3 nm, which is
too short. All this seems to indicate that the electron is
for the most part confined within the surface of a given
molecule before hopping to the next one. In addition,
the transport electron–phonon coupling constant,λtr , was
estimated in [121] and found to beλtr = 4.4 for Rb3C60,
i.e. clearly strong coupling. Both of these results, a shortltr
and strong electron–phonon coupling, indicate predominant
intramolecular electron–phonon interaction.

Vareka et al [122] found that under conditions of

Figure 3. The temperature dependence of the zero-field
cooled (ZFC) and field cooled (FC) dc magnetic
susceptibility of K3C60 (a) crystal and (b) powder at
µ0H = 1 mT. ((b) after [131]).

constant sample volume the normal state resistivity of
Rb3C60 has a linear temperature dependence,ρ ∼ T , in
sharp contrast toρ ∼ T 2 observed under conditions of
constant sample pressure. This result is important because
positiveδρ(T )/δT is consistent with metallic behaviour and
the linear term in the temperature dependence ofρ(T ) is
consistent with an electron-phonon scattering mechanism.

Measurements of the magnetic susceptibilityχ in the
normal state by Ramirezet al [111] and by Wonget al
[123] demonstrated that the susceptibility was positive.
χ(T ) was found to be temperature independent, consistent
with metallic Pauli susceptibility.

More results and discussions of the normal state
scattering mechanisms can be found in [20], [21] and [124–
129].

3. Magnetization curves

The first experiments on K3C60 [130] and Rb3C60 [131, 132]
established that alkali doped fullerenes were ‘strong’ type-
II superconductors and that their main superconducting
parameters, the Ginzburg–Landau parameterκ, the
penetration depthλ, the coherence lengthξ and the critical
fieldsHc1 andHc2, were very similar to those of the high-Tc

oxides.
If a type-II superconductor is subjected to a small

magnetic fieldH < Hc1, the field is completely expelled.
Shielding currents, which flow in the surface of the
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Figure 4. Hysteresis loops for Rb3C60 powder at (a) T = 7 K and (b) T = 20 K (from [131]).

superconductor, prevent any penetration of flux. The
superconductor is in the Meissner state and behaves like
a type-I superconductor. When increasing the external
magnetic field beyond the lower critical fieldHc1, flux
penetrates the sample in the form of quantized flux lines
(vortices). This happens when the vortex energy is smaller
than the magnetic energy associated with the current flow
shielding the superconductor. The superconductor is in
the mixed state, also called the Shubnikov phase. At
H > Hc2, the inductionB inside the sample is equal to
the external fieldH and superconductivity is completely
destroyed. Type-II superconductors in the mixed state
(Hc1 < H < Hc2) are no longer ideal diamagnets.

The magnetic field–temperature (H–T ) diagram pro-
vides us with information on the main characteristic
lengths, which can be calculated from the critical fields.
Fullerene superconductors have, in principle, the same mag-
netic phase diagram as conventional type-II superconduc-
tors (figures 2(a) and (b)). However, fullerenes as well
as high-temperature superconductors have an additional
line between the lower and the upper critical fields, the
irreversibility line Hirr (T ) (figure 2(b)). This line sepa-
rates the region where the magnetizationM is reversible
(H > Hirr ) from the region where hysteretic effects are
significant. Both the critical current densityJc and Hirr

strongly depend on flux pinning.
Measurements of the magnetization in the supercon-

ducting state are usually quite straightforward and con-
venient for characterizing new materials, especially pow-
ders, small crystals, fragile materials, etc, because they
do not require contacts. Typical temperature and mag-
netic field dependences as well as the time relaxation of the
magnetizationM, measured on K3C60 and Rb3C60 super-
conductors [131] with a SQUID magnetometer, are shown
in figures 3 and 4 and the inset of figure 5.

To obtain the temperature dependence of the magneti-
zation (figure 3), the experiments are made as follows. The
samples are cooled down toT = 5 K in zero external mag-
netic field. After temperature stabilization, a magnetic field
(µ0H = 1 mT) is applied and the magnetization monitored
at increasing temperatures up toT > Tc. This measurement

shows the shielding fraction of the sample and is called the
zero-field cooled (ZFC) curve. Then the measurement is
continued at the same external magnetic field with decreas-
ing temperature down toT = 5 K. This is the field cooled
(FC) curve, which shows the Meissner effect. We wish to
point out that the ZFC magnetization shows the flux exclu-
sion from the sample, while the FC magnetization shows
the flux expulsion. A big difference between the ZFC and
FC curves (figure 3) and a strong hysteresis in the magnetic
field dependence of the magnetization at fixed temperature
(figure 4) indicate pinning of the magnetic vortices. The
fact that the FC signal of the K3C60 crystal (figure 3(a))
is very small and lies close to the zero-magnetization line
shows that pinning in the sample is extremely strong and
that there is almost no expulsion of the magnetic field.

The magnitudes of the ZFC and FC magnetization at
the lowest temperature can be used for an evaluation of
the ‘superconducting fraction’Xsc. Indeed, the zero-field
cooled susceptibility of a perfect superconductor should
approach−1 at applied fields below the lower critical
field. The Meissner effect for a perfect superconductor
is shown schematically in figure 6(a). Then, the relation
χexp × 100%, whereχexp is the experimentally obtained
susceptibility, should yieldXsc in per cent. However,
one should remember that the ZFC susceptibility does
not actually represent the superconducting fraction, but
the shielding fraction. For example, if the inner part of
the superconductor is not superconducting and if there
is only a thin superconducting surface layer, then ZFC
will exhibit full flux exclusion as for a perfect diamagnet.
This is shown in figure 6(b). This effect increases the
effective ‘superconducting fraction’. On the other hand, for
powdered samples with an average grain sizer, which is
of the order of or slightly bigger than the penetration depth
λ, flux penetrates the grains even at very small fields and
this effect decreases the effective superconducting fraction
(see figure 6(c)). The latter is especially important for
powdered fullerene samples, which usually haver ∼ 1 µm
and λ ∼ 300 nm. The influence of granularity was
discussed by Baenitzet al [133, 134]. The dependence of
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Figure 5. Flux creep activation energy (FCA) against T 2

for Rb3C60 powder at µ0H = 1 T. Inset, an example of the
time decay of the magnetization at µ0H = 1 T, T = 7 K.
(From [131]).

the diamagnetic response on the ratior/λ complicates the
determination of the superconducting volume fraction.

In contrast to the ZFC case, field cooled curves start
with the flux uniformly distributed in the sample aboveTc

and will show the Meissner effect at a certain temperature.
This effect is masked by pinning in the system and can
become almost zero in cases where pinning is very strong
(see for instance figure 3(a)). This means that the FC
susceptibility reveals the realXsc only in the ideal case
of a perfect superconductor without structural defects, i.e.
without pinning centres.

This implies that the evaluation of the superconducting
fraction from the ZFC and FC curves is not correct.
However, there is one further way to evaluateXsc, i.e.
from the slope of the linear dependence ofM on H at
H < Hc1. This method was used in [135] and [136] and
appears to be better than the others. In this work, the
shielding fractionXsh, which has then to be corrected by
λ/r (see the next paragraph) to obtain the superconducting
fraction Xsc, was evaluated at different temperatures from
the measurement of the initial slopeδM/δH in the zero-
field cooling regime. Since in a perfect superconductor
M = −H , the following definition for Xsh was used:
Xsh = −δM/δH . Low enough external fields (Hext ∼
1 mT � Hc1) were applied. To take the demagnetizing
factor n into account, the samples were considered to
be a set of independent superconducting spheres and the
field inside the superconducting fraction was taken to be
Hext/(1 − n), n = 1/3 (see [135] and [136] for details).

However, flux penetration between grains and the large
penetration depthλ, which is close to the average grain
sizer, lead to flux penetration and pinning at fields below
Hc1 and to a non-linearM(H) dependence. Such a non-
linearity was observed in almost allM(H) measurements
on fullerenes [130, 132, 135–139] and makes it difficult to
obtain the slopeδM/δH to estimateXsc and to evaluate
Hc1 (see section 4). In addition, it is almost impossible to
evaluate the exact magnitude of the demagnetizing factorn

due to the complex geometry of the particles. Their shapes

Figure 6. A schematic picture of the flux expulsion from
type-II superconductors: (a) a perfect superconductor of
dimension r much bigger than the penetration depth λ; (b)
a sample in the normal state with a superconducting
surface layer; (c) a perfect superconductor of dimension r ,
which is of the order of the penetration depth λ; (d) a
non-ideal geometry.

are extremely irregular and the real dimensions are not well
known.

From the above, it is clear that a quantitative evaluation
of Xsc is difficult for powdered samples and should be done
very carefully. Almost all of the superconducting volume
fractions published for fullerene superconductors were
obtained from ZFC measurements. They vary between
40 and 90% in powder samples [104, 106, 138–141]. We
believe that these values should be treated as a lower limit
because of granularity effects.
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4. Critical fields and characteristic lengths

As mentioned in the previous chapter, two fields,
the lower critical field, Hc1, and the upper critical
field, Hc2, are important for the characterization of a
superconductor. Both fields can be determined from
magnetization measurements. In order to evaluate the
parameters, which are commonly used to characterize the
mixed state of type-II superconductors, the Ginzburg–
Landau relations [142] can be applied:

µ0Hc2 = 80

2πξ2
(1)

µ0Hc1 = 80

4πλ2
ln κ (2)

κ = λ/ξ (3)

with 80 = h/2e = 2 × 10−15 Wb, where80 is the flux
quantum,h is Planck’s constant ande is the electron charge.
This approach is valid for all temperatures in the dirty limit.

4.1. Upper critical field and coherence length

A large number of experiments was performed to determine
the upper critical field for crystalline [120, 126, 143–
146] and powdered [112, 130–132, 134–136, 138, 147–151]
fullerenes as well as for thin films [127] using different
techniques such as magnetization [130–132, 136, 151],
ac susceptibility [134, 148], transport [127, 150] and rf
absorption [149]. Almost all measurements were made on
K3C60 and Rb3C60 and only one result is available on each
of RbCs2C60 [136], K2CsC60, Rb2CsC60 [152] and Ba6C60

[153]. Other superconducting fullerenes have not yet been
characterized.

To obtain the temperature dependence of the upper
critical field,Hc2(T ), from dc magnetization measurements,
FC curves are usually used. The critical temperatureTc(H)

is determined in these experiments from the crossing point
of extrapolation of the linear part of the magnetization
M(T ) in the superconducting state on the one hand, and the
small normal state magnetization on the other hand. The
upper critical field is equal to the applied external field,
Hc2 = Hext , at this temperature. As an example,Hc2(T )

obtained on a Rb3C60 sample in this way [135] is shown in
figure 7. At temperatures not far belowTc this dependence
is linear except for fieldsµ0H < 1 T, where a small ‘tail’ is
usually observed. The nature of this tail will be discussed
below.

Due to the rather large values ofHc2 and the
experimental limitations of the magnetic field window (5–
8 T in SQUID magnetometers), measurements of the upper
critical field are usually performed at temperatures close
to the transition temperature. The extrapolation ofHc2(T )

to zero is subject to a large uncertainty and depends on
the fitting scheme. The standard theory of Werthamer–
Helfand–Hohenberg (WHH) [154] is usually employed.
This theory predicts anHc2(T ) dependence, which follows
roughly a power lawh = 0.6(1− tα), wheret = T/Tc, h =

Figure 7. Upper critical field Hc2 against temperature. The
straight line corresponds to a slope µ0H ′ = −2.5 T K−1.
(From [135]).

H/Hc2 and α ≈ 1.75. Hc2(0) can be evaluated from the
slope,H ′

c2, of the linear dependence nearTc by the relation

µ0Hc2(0) = 0.69Tc

| dµ0Hc2|
dT

∣∣∣∣
Tc

. (4)

In order to verify the applicability of this relation to
C60 based materials, several experiments were performed,
in which Hc2 was measured at high magnetic fields [147–
149]. Good agreement of the experimental data with the
WHH prediction was obtained [147, 149], demonstrating
that this theory is successful in describing fullerene
superconductors (figure 8). However, Boebingeret al
[148], who performed measurements on K3C60 powder,
found an enhancement ofHc2(T ) compared to theory. The
authors proposed that the deviations could be attributed to
flux motion in the superconducting powder, although other
intrinsic mechanisms may also play a role. Additional
enhancements ofHc2 at low temperatures could result
from strong electron–phonon coupling, which can lead
to a relatively large increase ofHc2(0), such that the
temperature dependence ofHc2 becomes roughly linear
[155]. Fermi surface anisotropy [156] can also result in
low-temperature enhancements of the upper critical field.
Another mechanism proposed by the authors of [148],
which we consider to be more likely, is the dirty-limit
effect.

In the dirty limit, the Ginzburg–Landau coherence
length ξGL is expected to be limited by the mean free
path l, ξGL ∼ (ξ0l)

1/2, where ξ0 is the BCS coherence
length. Thus, in C60 based superconductors, high upper
critical fields might partly result from a reduction ofl
[148] by different types of defects. One of them could
be orientational disorder between adjacent C60 molecules
[157].

The limitation of the mean free path could be the reason
for the strong scatter of the experimental data forHc2(0)

andH ′
c2 (see table 1). For example,H ′

c2 varies for K3C60

from −2 to −5.5 T K−1 and for Rb3C60 from −2 to
−3.9 T K−1. This explanation could also be valid for the
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Table 1. Experimentally obtained mixed state parameters of fullerene superconductors.

Tc Hc1(0) Hc2(0) −H ′
c2 λ ξ

Compound (K) (mT) (T) (T K−1) (nm) (nm) κ

K3C60 18.5 [148] 13.2 [130] 17 [134] 1.4 [134] 240 [123] 2 [123] 92 [130]
19 [208] 4.2 [169] 17.5 [143] 1.34 [143] 240 [130] 2.6 [130] 53 [143]
19.3 [108] 1.2 [181] 28 [146, 147] 2 [146, 147] 240 [143] 2.9–3.3 [148]
19.5 [149] 30–38 [148] 2.14 [148] 480 [170] 3.4 [146, 147] 262 [181]
19.7 [143] 38 [149] 2.18–2.8 [150] 480 [171] 4.4 [134]

47 [127] 2.8 [149] 600 [218] 4.5 [143]
49 [130] 3.5 [111] 800 [219]

3.73 [130] 890 [181]
5.5 [127]

Rb3C60 27.5 [131] 9–11.4 [135] 40 [147] 2 [147] 320 [144] 2 [132] 80.5 [137]
28 [98] 12 [132] 44 [135] 2.5 [135] 240–280 [135] 2.3 [135] 104–122 [135]
29 [101, 197] 16.2 [137] 44 [134] 2.3 [134] 215 [137] 2.4 [144] 123 [132]
29.4 [108] 3.2 [169] 46.5 [131, 221] 2.2 [221] 247 [132] 2.7 [131, 134]
30 [144] 1.3 [181] 62 [144] 3.28 [144] 420 [171] 3 [147] 315 [181]

76 [149] 3.86 [149] 460 [218]
78 [132] 3.9 [132] 530 [220]

800 [219]
850 [181]

RbCs2C60 33 [103, 136] 81 [136] 0.8 [136] 17 [136] 300 [136] 4.4 [136] 68 [136]
Ba6C60 7 [106, 153] 13 [153] 0.45 [153] 2.2 [153] 180 [153] 12 [153] 15 [153]

very small value,H ′
c2 = −0.8 T K−1, recently obtained for

RbCs2C60 [136].
From Hc2(0), the coherence lengthξ can be calculated

using (1). Despite a large scatter (table 1), which arises
from the large scatter ofHc2(0), it is clearly seen that
the coherence length of fullerene superconductors is very
small (a few tens of nanometres) and comparable to the
short ξ of high-Tc superconductors. According to [151]
the temperature dependence of the coherence length and
the penetration depth in Rb3C60 can be well described by
Ginzburg–Landau theory in the temperature range 0.85 <

T/Tc < 1.
One further interesting effect, that we would like to

discuss here briefly, is the upturn ofHc2(T ) at temperatures
very close to Tc. This upturn has been observed in
almost all experiments on all superconducting compounds
[130, 131, 134, 135, 138, 143, 144, 148, 152, 158]. Different
authors suggested different explanations for this effect.
In [130] the authors consider this deviation to be a
consequence of slight variations in the localTc, while in
[134] the effect is attributed to a crossover from three to
two-dimensionality. One explanation [127], less interesting
from the physics point of view, is that the upturn at
low fields might be due to sample imperfections. In
our opinion, this explanation is not very likely because
the effect has been seen in samples with superconducting
fractions between 1 and 75%, i.e. under strongly varying
degrees of imperfection. Buntaret al [146] performed
detailed measurements of the upper critical field close to
Tc in K3C60 crystals of different quality with shielding
fractions ranging from 25 to 100%. The effect was found
in all samples and no influence of imperfections could
be detected (figure 9). We propose that the upturn is
a consequence of the anisotropy of the Fermi surface
of fullerene superconductors [156]. Strong effects of
the anisotropy on the magnetic properties of conventional
superconductors, specifically on theHc2(T ) dependence,

are well known [159]. The Fermi surface anisotropy exists
also in fullerene superconductors in spite of their cubic
lattice structure. Indeed, it was shown in [160] and [161]
that an external magnetic field can lead to the appearance
of Fermi surface anisotropy in metals with cubic symmetry
as a consequence of a strong anisotropy of the microscopic
properties. Anisotropy effects on the magnetic properties of
superconducting niobium were analysed in [162] and very
good agreement between theory and experiment was found.

4.2. Lower critical field and penetration depth

More than ten different methods are available for measuring
Hc1. Some of them are listed as follows: (i) methods
involving the reversible magnetization at intermediate and
high external magnetic fields; (ii) the first deviation from
the linearM(H) behaviour; (iii) a method based on Bean’s
critical state model; (iv) a method based on the magnetic
field dependence ofλ; (v) rf methods; (vi) the torque
method; (vii) the mechanical oscillator method; (viii) the
µSR and EPS methods and (ix) a method involving the
optical visualization of flux penetration. All of these
methods require a model for the evaluation ofHc1. In
such a situation, the reliability of the results depends
substantially on how well the relationship betweenHc1 and
the measured quantities can be established.

The first results onHc1 for K3C60 [130], Rb3C60

[131, 132], RbCs2C60 [136] and Ba6C60 [153] were
obtained by a dc magnetization technique.Hc1(0) evaluated
from these measurements lies in the rangeµ0Hc1 = 10–
16 mT (see table 1). The temperature dependence ofHc1

can be described well byHc1(T )/Hc1(0) = 1 − (T /Tc)
2

[130] and an example of this dependence [137] is shown
in figure 10. FromHc1(0), the penetration depthλ is
evaluated using (2) and the value of the coherence length
known from independent measurements (subsection 4.1).

606



Magnetic properties of fullerene superconductors

Figure 8. Upper critical field against temperature for K3C60
powder and Rb3C60 powder. The low-field data are taken
in dc fields and the data points at 4.2 K are taken in pulsed
fields. The lower solid curves are fits to the data (•)
including Pauli paramagnetic limiting and the upper curves
assume no paramagnetic limiting. Both experimental
dependences follow roughly the WHH prediction [154].
(After [149]).

The magnitude ofλ obtained in this way is of the order of
200–250 nm (table 1).

In these experiments the lower critical field was defined
as the field at which a deviation from linearity inM(H)

first appeared. Indeed, an ideal superconductor exhibits
linear M(H) behaviour up toHc1, where a sharp cusp
occurs. However, none of the magnetization data for
fullerene materials show good linearity or any cusps. (The
nature of such a behaviour is discussed in [19]).M(H)

usually has a smooth positive (in some experiments even
a negative) curvature. It is extremely difficult to obtain
the point of first deviation from such a curve, since the
deviations themselves are very small.

In order to make this procedure more quantitative,
it is tempting to apply Bean’s critical state model [163]
for the entry of vortices into hysteretic superconductors.
According to this theory, the magnetization is related to

Figure 9. The temperature dependence of the upper
critical field close to the transition temperature for K3C60
crystals with different shielding fractions: •, N, samples
with 100% shielding; �, 65% shielding.

Figure 10. Lower critical field Hc1 against temperature. ◦,
Buntar et al [137]; +, Sparn et al [132]; •, Politis et al
[135]; O, data obtained in [137] using Bean’s critical state
model. (From [137]).

the critical current densityJc (which is assumed to be
field independent for simplicity), at fields aboveHc1 by
(M + H) ∼ (H 2

a − H 2
c1)/JcD, whereD is a characteristic

length for the sample geometry studied. This relation
holds in the rangeHc1 < H < H ∗, where H ∗ ∼ JcD

is the field at which the flux completely penetrates the
sample. Thus, a plot ofδM againstH 2, where δM =
M + Ha is the deviation of the observed magnetization
from perfect diamagnetic behaviour, should give the lower
critical field. This analysis was performed for Rb3C60 [137]
and RbCs2C60 [136]. In [136] these data agreed well with
the data obtained from the first deviation from a linear
dependence. However, both methods led to extremely high
values of Hc1 at low temperatures and did not provide
us with the ‘intrinsic’ values of the lower critical field.
In [137] the data obtained from Bean’s analysis showed
much smaller values ofHc1 (triangles in figure 10) and the
authors related their data to the field at which breaking of
intergranular Josephson junctions occurs.

The two above methods obviously do not lead to
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satisfactory results. Therefore, Politiset al [135] and
Buntar et al [136] used an analysis which is based on
measurements of the reversible magnetization at high
external fields and calculatedHc1 from well known
Ginzburg–Landau relations [164]:

−M = Hc2(T ) − H

(2κ2 − 1)βa

−M = α80

8πµ0λ2(T )
ln

βHc2(T )

H
(5)

for high and intermediate magnetic fields, respectively.
This analysis led to lower critical fields which were slightly
smaller but comparable to the data obtained by the first two
methods [135, 136].

The last method, being based on direct measurements
of the reversible magnetization, is more accurate for the
determination of the lower critical field. However, the
resulting values of the Ginzburg–Landau parameterκ

and, hence, ofHc1 strongly depend on the value of the
superconducting fraction assumed (see [136], equation (4)).
This leads to an enormous uncertainty in quantitative
calculations, especially in the case of powdered samples
with a large distribution of grain sizes.

In order to avoid the difficulties associated with the
previous three methods, another way to evaluateHc1 must
be found. In our recent investigations we used a method
developed by B̈ohmer [165], in whichHc1 is determined
through measurements of the trapped magnetization. This
method is far more accurate than the measurements ofδM

because of the cancellation of a large linear contribution
[166]. It is based on the fact that trapped magnetic flux,
Mt , can be built up in a sample only when the field
has been increased beyondHc1. The advantage of this
method for type-II superconductors with strong pinning was
illustrated in [166], where theM(H) behaviour was shown
to appear to be quite linear in the vicinity ofHc1, whereas
M

1/2
t againstH showed a well resolved kink at the field

corresponding toHc1.
We performed such measurements on RbCs2C60 powder

and on crystalline Rb3C60 and K3C60 samples. The
magnetic field dependence ofMt at T = 5 K for a K3C60

single crystal with a shielding fraction of 100% is shown
in figure 11. Preliminary ac measurements indicate that
there is no granularity for current flow in the sample, i.e.
there should be no influence of weak links or intergranular
boundaries.

As expected, at small fields,H < Ht , there is no
trapped magnetization;M has some background value and
is field independent. When the magnetic field exceeds
some characteristic fieldHt , a trapped magnetization
appears and increases with increasing external field. The
Mt(H) dependence followsM1/2

t ∼ H as predicted in
[166]. The very unexpected result is that the values
of Ht are very small (not higher than 1 mT at zero
temperature) in comparison with those values ofHc1

obtained previously fromδM measurements. Such small
values of Ht are observed for powders and crystals of
different quality. Therefore, it is very unlikely that
the trapped magnetization appears at small fields because
of granularity or imperfections of the samples. We
can certainly state that the lower critical fields of these

Figure 11. The magnetic field dependence of the trapped
magnetization Mt at T = 5 K for a K3C60 crystal.

fullerenes are not higher than the values ofHt observed
in these experiments, because magnetic field has clearly
penetrated the sample (figure 11). The smallness ofHc1

can be explained by the fact that the electron wavefunctions
between adjacentC3−

60 ions overlap relatively weakly (see
subsection 2.2). This weak overlap can be easily destroyed
and magnetic field starts to penetrate the sample between
the C60 molecules.

Such small values ofHc1 could be related to so-
called molecular or zero-dimensional superconductivity in
fullerenes, where the superconducting currents flow on
the surface of molecules. In the case of molecular
superconductivity we can hardly talk about a lower
critical field and magnetic vortices penetrating the material,
because any small magnetic field can easily penetrate the
superconductor between the buckyballs. However, many
experimental results, which are presented in this review,
show that fullerenes are very strong (but conventional)
type-II superconductors and that the existence of magnetic
vortices describes many of the magnetic properties of
these materials very well. Moreover, as we can see
from M(H) measurements (for instance in [131]), the
magnetic field completely penetrates the sample only at
fields Hp ∼ 40 mT. This could not be the case with
molecular superconductivity, because any minute field
would penetrate the sample to the centre. Therefore, we
consider the explanation that the smallness ofHc1 might be
due to molecular superconductivity to be unlikely.

Small values of the field at which the trapped
magnetization appeared, similar to our results, were
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also observed by Krauset al [167], who measured
the irreversibleM(T ) curves. Additionally, in several
publications small values of the penetration field were
obtained [137, 168, 169], but attributed to the breaking
of intergranular coupling. Moreover, in more direct
measurements ofλ [170, 171] by µSR experiments the
penetration depth was found to be 480 nm for K3C60 and
420 nm for Rb3C60, which leads toHc1(0) = 4.0 and
4.9 mT, respectively. All of these data compel us to
undertake more detailed and careful investigations of the
lower critical field in fullerenes.

5. Flux pinning and related topics

Vortex lines in an ideal type-II superconductor are not fixed
in the crystal lattice and their motion starts at any non-
zero value of the transport currentJ . The movement of
vortices under a Lorentz force,FL, leads to dissipation
of energy [172]. In non-ideal type-II superconductors, the
vortex lines are fixed by crystal structure defects. This
phenomenon is called pinning. The movement of vortices
in these superconductors starts at the critical current density
Jc.

The interaction between the vortex structure and the
defects of the crystal structure is characterized by a forceFp

per unit volume, the pinning force. The dynamical equation
for a non-ideal superconductor includes the pinning force:

FL + Ftr + Fp = [j, B] − ην + Fp = 0 (6)

where Ftr = −ην is the friction force acting per unit
volume of the vortex lattice,η is the viscosity coefficient
andν is the velocity of the vortex line.

From a thermodynamic point of view, pinning in a type-
II superconductor means that the free energy of the vortices
depends on their position in the sample. The vortex lines
can be pinned by different structural defects, which are
called pinning centres. They can be dislocations, grain
boundaries, inhomogeneities in the sample, twin boundaries
etc [173].

The pinning force in a type-II superconductor is
the main parameter which affects all the important
superconducting properties for applications, such as the
critical current density and the irreversibility line.

5.1. Critical current density

In a non-ideal type-II superconductor the vortex line begins
to move when the Lorentz forceFL is strong enough
to overcome the pinning forceFp. Therefore, energy
dissipation appears whenFL > Fp. The pinning force
can be written as

Fp = B × Jc (7)

whereJc is the critical current density. The strong depen-
dence of the superconducting parameters on temperature
leads to a temperature dependence ofFp. The magnetic in-
duction determines the distance between vortices and the re-
pulsive intervortex force is the main cause for the magnetic
field dependence ofFp. All this leads to a temperature and
magnetic field dependence of the critical current density.

The critical current density decreases in general monotoni-
cally with increasingT andH . The dependenceJc(T , H)

is linear for many superconductors in a wide range ofT

andH and can be well described by

Jc = J0(B)

[
1 − T

Tc(B)

]
. (8)

For typical oxide superconductorsJc(T ) exhibits a more
rapid decrease with increasingT :

Jc ∼ Jc(0)

[
1 −

(
T

Tc

)2
]n

(9)

with an exponentn = 3–4 (see for instance [174]).
The magnetic field dependence (H � Hc2) of the

critical current density is often proportional to 1/B.
All the information about the temperature and magnetic

field dependence ofJc in the fullerene superconductors has
been obtained from magnetization measurements. There
are some specific features of the fullerenes, which cause
problems with direct transport measurements on bulk
samples. First of all, superconductivity is extremely
unstable in air. Second, no good crystalline samples were
available until very recently. Therefore, measurements
of the magnetization at various magnetic fields and
temperatures were performed to obtainJc using Bean’s
critical state model [163]. In the simplest version of this
theory, the critical current density is assumed to be field
independent, which leads to a flux density distribution
penetrating the sample linearly from the surface towards its
centre. With increasing magnetic field, this flux gradient
is pushed into the interior of the sample and reaches the
centre at a certain magnetic fieldH ∗, which manifests
itself in the magnetization curve as the point where the
maximum magnetization is reached. With any further
increase of field, the magnetization remains unchanged.
Upon decreasing the field, the sign of the flux gradient
is reversed. The maximum remanent magnetization in zero
field will be reached, when the field reversal takes place at
H ≥ 2H ∗. Obviously, this model yields a magnetization
curve which is dependent on sample size and geometry.
From an experimental point of view,Jc can be determined
simply from the dc magnetization curve (figure 4) by the
following equation [163]:

Jc = A
M+ − M−

R
. (10)

In (10) A is a coefficient which is dependent on the sample
geometry [163, 176],M+ andM− denote the magnetization
measured in increasing and decreasing fields at a certain
magnetic field andR is the sample radius.

The error in determining the absolute value ofJc may
be large due to the uncertainty of the coefficientA and,
mainly, of the sample radiusR. However, the qualitative
character of the temperature and magnetic field dependence
is believed to be correct. Leeet al [177] made ac and
dc magnetic measurements to evaluateJc and showed that
the dcJc(T ) matched the ac results reasonably well. The
authors argue that the Bean critical state model can be used
for fullerene superconductors.
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Table 2. Experimentally obtained superconducting parameters of fullerenes.

Activation energy
Compound m (11) Jc (A m−2) 21/(kbTc) (meV)

K3C60 1.47 [197] 109 [134] 3.4 [123] 33–55 [211]
1.5 [146] 1.2 × 109 [130] 1.76 [170] 10–60 [209]

∼109 [168] 3.52 [130]
∼107 [169] 5.2 [215]

Rb3C60 1.59 [197] 109 [134] 3–4 [215] 33 [131]
1.8–2 [214] 1.5 × 1010 [132] 4.1 [145]
2.04 [182] 2 × 1010 [151] 5.08 [213]

4 × 1010 [131] 7.7 [216]
∼1010 [168] 5.4 [217]
∼107 [169]

Some values ofJc for fullerene powders obtained in
this way are shown in table 2. All these results were
obtained from magnetization measurements which showed
substantial hysteresis up to high enough fields. This
indicates substantial flux pinning and high values of the
critical current density. For instance, in Rb3C60 [151] the
critical current density is still 5× 104 A cm−2 at 23 K
and 0.5 T. It is worth mentioning that for compounds
with higher critical temperature the values ofJc are higher
for the sameT and H . This shows indirectly that the
temperature and magnetic field dependence, which we will
discuss below, is similar for all fullerene compounds.

For crystalline samples, it is much more difficult
to estimate the critical current density, especially for
samples with a superconducting fraction below 100%.
For these samples, certain assumptions about the internal
microstructure must be made to obtainR. In [169], where
the critical current density of crystalline K3C60 and Rb3C60

was investigated,Jc obtained from (10) was of the order
of 103 A cm−2, i.e. much smaller than observed earlier
on powdered samples (∼ 106 A cm−2). Bosset al [178]
studied the critical current density as a function of particle
size in the size range from 1 to 300µm and found a
clear linear dependenceJc ∼ 1/R (see table 1 in [178]).
Moreover,Jc obtained for powders [131, 179] and for 1 mm
sized crystals [169] is in very good agreement with this
result. We presume that the ‘decrease’ of the critical
current density with increasing sample size is caused by
wrong values ofR used for these calculations. The linear
dependence,Jc ∼ 1/R, means that the widths of the
hysteresis loops1M (10) were the same for all measured
samples. The real radiusR of a region where the screening
currents flow must be smaller than the smallest radius used
for these calculations, i.e.R < 1 µm. This conclusion
can be connected to the discussion in subsection 4.2 about
molecular superconductivity in the fullerenes.

Whatever the nature of this phenomenon, it creates
additional problems forJc calculations and shows that
one should be very careful with the absolute values of
the critical current density evaluated from measurements
of the irreversible magnetization ifR is not well known.
However, as we discussed before, the qualitative character
of the temperature and magnetic field dependence ofJc is
believed to be correct.

Figure 12. The double logarithmic dependence of the
critical current density on [1 − (T/Tc)

2] at different magnetic
fields. (From [151]).

It has been shown for Rb3C60 [151] and RbCs2C60

[180, 181] powders that the temperature dependence ofJc

follows the empirical equation (9) withn = 3–5 for both
compounds. These results are shown in figure 12. Later,
similar results for K3C60 powder [177, 182] and Rb3C60

[177] were obtained withn = 1.3–5. This temperatue
dependence was confirmed by measurements on single-
crystalline K3C60 [146] and Rb3C60 [169]. The higher
the magnetic field, the more rapidlyJc decreases with
increasing temperature.

In a wide field range, the magnetic field dependence of
the critical current density of fullerenes is proportional to
1/B, as was shown for Rb3C60 [151] (see figure 13), K3C60

[146] and RbCs2C60 [181].

5.2. The irreversibility line

An ‘irreversibility temperature’ was first observed by
Müller et al [183] in LaBaCuO ceramic samples, as the
point where the field cooled and the zero-field cooled curves
as a function of temperature merged into one common
reversible branch. This effect was then observed for all
high-Tc compounds and the irreversibility lineHirr (T ),
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Figure 13. The magnetic field dependence of the inverse
critical current density for different temperatures. (From
[151]).

which separates the regions in theH–T diagram where
the magnetization is reversible from the region where
irreversible effects are strong, was the subject of detailed
investigations. Hirr (T ) must be known for applications,
because the irreversibility line indicates the values of the
temperature and the magnetic field above which the critical
current density is zero and the material cannot be used for
current transport. From the point of view of fundamental
research,Hirr (T ) provides us with important information
about pinning in the sample and about structural features
of the vortex system. Many experimental results show that
the irreversibility line can be well described by

Hirr = H0

(
1 − T

Tc

)m

(11)

whereH0 is the value ofHirr at zero temperature. For the
model of thermally activated flux motion with collective
pinning [184–186],m in (11) is equal to 1.5, while for the
vortex-glass models [187–189]m = 4/3 and for melting
theories [190–196]m = 2.

Experimentally, the irreversibility line is usually
determined fromM(T ) measurements as the points where
the ZFC and the FC curves merge (as used for K3C60 and
Rb3C60 powders in [197]), or as the points at which the
current densities drop below a certain value. For fullerenes,
the irreversibility lines obtained by these methods were
found to be well described by (11) with values ofm

between 1.47 and 2.15 (see table 2). However, the
determination of the irreversibility line from the merging
point of eitherM(T ) or M(H) curves is as complicated
as the determination of the lower critical field from
the first deviation from linearity (see the discussion in
subsection 4.2) and requires a certain criterion. Another
method was used in [146], whereHirr (T ) was obtained
as the field at which the critical current density dropped
sharply to zero. In this case, a strong kink in the linear
1/Jc(H) dependence (11) appeared. In this work,m for
the K3C60 single crystal was evaluated to be 1.5.

In summary, because of the small number of
experimental data, it is too early to give any final
conclusions about the nature of the irreversibility line in
fullerene superconductors.

5.3. Magnetic relaxation

One of the most remarkable features of some hysteretic
type-II superconductors, reflecting the dynamics of flux
motion, is the relaxation of the magnetizationM(t) at fixed
temperature and magnetic field. The relaxation process
has been the subject of intensive study because it heavily
affects the current carrying capability of superconductors.
Commonly, the relaxation is described by the flux creep
activation energyU0. The Anderson–Kim model [175]
assumes a uniform barrierU0 for the depinning of vortex
bundles, resulting in a logarithmic time dependence of the
magnetization:

M(t) = M0

(
1 − kT

U0
ln

t

t0

)
(12)

where M0 is the unrelaxed value ofM and t0 is a time
constant. Investigations of the fast relaxation in high-
Tc superconductors performed by magnetic measurements
demonstrated that in most cases a logarithmic dependence
was indeed observed [195, 198–204]. The corresponding
activation energyU0 increases with increasing temperature
[199, 200, 202–205]. Various theoretical explanations of
this phenomenon in the framework of different models
were put forward, such as a vortex-glass transition
[187], intergranular decoupling [202], percolation of the
magnetic flux in random pinning potentials [200], non-
linear dependence of the pinning potential on currentUp(j)

[201, 206] and collective pinning [207].
Investigations of the magnetic relaxation have

been also carried out on fullerene superconductors
[131, 208, 209, 181]. In [131], [208] and [209] the flux
creep activation energy was estimated to be of the order
of 10−2 eV (see figure 5). However, it should be pointed
out that all of these measurements were made on powder
samples and that the magnetic relaxation did not follow a
logarithmic dependence [208]. Even peaks were observed
in M(t) curves during short-term relaxation [181]. This
behaviour can be connected to intergranular coupling be-
tween grains in powder samples as well as to weak links,
which may exist in samples of poor quality. Very re-
cently [210, 211] the magnetization relaxation was stud-
ied in K3C60 crystals of different quality. It was shown
[210] that inhomogeneities in the superconductor strongly
affected the relaxation process, which might mask the loga-
rithmic M(t) dependence, which for samples of good qual-
ity the magnetic relaxation followed theM ∼ ln(t) be-
haviour, as shown in figure 14. It was also observed [211]
that the flux creep rate increased progressively with tem-
perature, up to at leastT = 17 K ∼= 0.88Tc, and that
the temperature dependence of the flux creep activation en-
ergy showed a peak at some characteristic temperatureTp

(figure 15), which had a roughly linear field dependence
Tp(H). The values of the flux creep activation energy var-
ied in the rangeU0 = 10–80 meV and are similar to those
obtained in oxide superconductors.
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Figure 14. Decay of the remanent magnetization M with
ln t at different temperatures.

Figure 15. The temperature dependence of the flux creep
activation energy for a K3C60 single crystal.

Additional investigations of the magnetic relaxation
will have to be done on samples of good quality and on
different compounds, in order to establish the relaxation
mechanisms.

5.4. Pinning problems

As was shown in the previous sections, there is
good evidence that flux lines penetrate the fullerene
superconductors. Because of the three-dimensional
structure of the fullerene superconductors, these lines
should build up an Abrikosov vortex lattice. As we

discussed before, vortices are pinned on pinning centres in
the presence of different structural defects in the material.
Information on what kinds of structural defect act as better
pinning centres and on the strength of the pinning force
produced by these defects is very important both from the
fundamental point of view and for the applicability of these
materials. However, nothing is known about structural
defects in fullerene superconductors so far and, therefore,
we do not have any information about pinning of magnetic
flux in these substances. The only point we can make is that
pinning in fullerenes is strong, based on the large hysteresis
of theM(H) dependence and the large differences between
the ZFC and the FC curves.

New research has to be performed on samples of good
quality with known structural features and structural defects
to provide us with this very important information on the
fullerene superconductors.

6. Conclusions

In the present contribution, an attempt has been made to
highlight some experimental results on the magnetization
of crystalline and powdered fullerene superconductors
and to emphasize the role of these experiments in
achieving an improved insight into the physics of fullerene
superconductivity.

Our discussion of experimental results deduced from
magnetic measurements may be summarized as follows.

Only two superconducting fullerenes, K3C60 and
Rb3C60, have been characterized by several groups. Only
one measurement of the critical fields and the characteristic
lengths has been performed for the compounds RbCs2C60

[136], Ba6C60 [153] and sodium doped C60 [138]. No other
fullerene superconductors have yet been characterized.

The values ofHc2 vary widely from sample to sample,
while the values ofHc1 cannot be compared because
only one or two data points exist for each compound as
mentioned in subsection 4.2. Moreover, the values ofHc1

deduced from these experiments seem to be overestimated.
Measurements of the temperature and magnetic field

dependence of the magnetization show that pinning is very
strong in fullerenes. However, the nature of flux pinning
is unclear at present and we do not know whether strong
pinning is an intrinsic property of the C60 molecules or
extrinsic and caused by different defects in the alkali metal
doped C60 lattice.

In conclusion, we wish to point out that the effects
of granularity in powdered samples and the possible
granularity of bulk crystals represent a central problem
at present, because one needs to know whether the
parameters obtained from experiment are characteristic of
the bulk material or of weak links, in order to establish
the intrinsic superconducting parameters of these new
superconductors. We believe that with the increasing
quality of single crystals, significant progress towards a
better understanding of the mixed state properties lies
immediately ahead, and that magnetization measurements
and their comparison with other techniques will play a key
role in this development.
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